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[1] A method for quantitatively comparing the seasonal cycles of two global data sets
is presented. The seasonal cycles of absorbed solar radiation (ASR) and outgoing longwave
radiation (OLR) have been computed from an eight-year data set from the Clouds and
Earth’s Radiant Energy System (CERES) scanning radiometers and from a model data
set produced by the NASA Goddard Space Flight Center Global Modeling and
Assimilation Office. To compare the seasonal cycles from these two data sets, principal
component (PC) analysis is used, where the PCs express the time variations and the
corresponding empirical orthogonal functions (EOFs) describe the geographic variations.
Ocean has a long thermal response time compared to land, so land and ocean are separated
for the analysis. The root-mean square values for the seasonal cycles of ASR and OLR
are extremely close for the two data sets. The first three PCs are quite close, showing
that the time responses and magnitudes over the globe are very similar. The agreement
between the two sets of PCs is quantified by computing the matrix of inner products
of the two sets. For ASR over land, the first PCs of CERES and the model agree to better
than 99.9%. The EOF maps are similar for most of the globe, but differ in a few places,
and the agreement of the EOF maps is likewise quantified. Maps of differences between the
annual cycles show regions of agreement and disagreement.
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1. Introduction

[2] Earth radiation budget observations are important
because the climate machine is a heat engine, for which
absorbed solar radiation (ASR) is the heat source and out-
going longwave radiation (OLR) is the heat sink. One
application of Earth radiation budget measurements is
comparison with model results. Numerical models incorpo-
rate our understanding of the processes that determine our
weather and climate. Comparison of model results with
measurements validates the processes of the model and may
identify limits of the descriptions. The model must describe
the transport of energy and moisture correctly in order to
compute the correct distribution of OLR. Also, the model
must accurately describe the clouds to determine the correct
distribution of both ASR and OLR. The processes take place

on a wide range of time and space scales, so it is necessary
to make comparisons of model results at a variety of time
scales, including the seasonal cycles, comprised of the
annual and semiannual cycles, etc. Validations of both the
diurnal cycles and seasonal cycles of a model are needed,
as the processes of importance to these cycles differ con-
siderably. Diurnal processes are local and mostly take place
in the lower layer of the atmosphere and at the surface except
for deep convection. After several days the effect of a
change at any point is transmitted over the Earth, so that
seasonal processes are globally connected.
[3] Many studies have been made to compare Earth radi-

ation budget measurements with model results. Bony et al.
[1992] used harmonic analysis to compare the seasonal
cycles of cloud radiative forcing in the Laboratoire de
Météorologie Dynamique circulation model with Earth
Radiation Budget Experiment (ERBE) results. They also
examined variations of zonal means of radiation fluxes in the
time domain. Kiehl et al. [1998] compared the Earth’s
radiation budget as simulated by the NCAR Community
Climate Model 3 with ERBE data in the time domain for
selected regions. Yang et al. [1999] presented time variations
of zonal means of TOA radiation to compare ERBE and
NCEP/NCAR model monthly mean results. Many other
comparisons have been performed between models and
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ERBE data for cloud radiative forcing. Harrison et al.
[1990] and Cullather et al. [1997] used four months for
the seasonal description of cloud radiative forcing. Others
used summer and winter months for the comparison [Barker
et al., 1994; Chen and Roeckner, 1996; Lin and Zhang,
2004; Cess et al., 1997]. Potter and Cess [2004] compared
cloud radiative forcing results of ERBE with 19 models for
regions during DJF. Taylor et al. [2011] used CERES data
to show variations of zonal means through the seasonal cycle
and to compare with the NCAR Community Climate System
Model version 3 results in a study of radiation feedbacks.
[4] This paper presents a method for quantitatively com-

paring the seasonal cycles of two global data sets in the
time domain by use of principal component analysis.
To demonstrate the technique, a data set based on satellite
observations from the CERES (Clouds and the Earth’s
Radiant Energy System) instruments [Barkstrom, 1990;
Wielicki et al., 1996; Smith et al., 2011] is compared with

model results from the Goddard Earth Observing System
(GEOS) Atmospheric General Circulation Model Version 5
(GEOS-5). Monthly mean maps of ASR and OLR from the
model and from CERES for the period March 2000 through
August 2007 are used. These two data sets (based on satellite
observations and model results) include parameters ASR and
OLR that vary in time and space. The purpose of the model
is to simulate numerically the dynamic processes that govern
the ASR and OLR, so that the time response is a funda-
mental aspect of the model results and of the CERES
observations. The quantitative comparison of the two data
sets must contrast the time response observed with that
computed by the model. The most efficient description of
the time variation is obtained by use of principal component
analysis (PCA). For a general discussion of PCA, please see
Wilks [1995].
[5] Mlynczak et al. [2011] examined the seasonal cycles of

Earth radiation measured by CERES with PCA and found
that the annual cycle of ASR accounts for more than 95% of
the overall variance of the seasonal cycles, which include the
annual cycle, the semi-annual cycle, out-of-phase annual
cycle, and higher-frequency terms. The use of principal
components permits the reduction of the twelve monthly
mean maps to a single map and is a major simplification
for attempting to understand the time and space variability
of the radiation fields. The method presented here can be

Table 1. Global Averages of Annual Mean Fluxes (W m�2)

EBAF Model Model – EBAF
RMS of
Difference

ASR 240.3 241.4 1.1 13.7
OLR 239.8 242.9 3.1 8.1

Figure 1. Annual average of ASR (W m�2) for (a) EBAF and (b) GEOS-5 model.
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applied to several data sets in order to compare them quan-
titatively and objectively and has application to the Coupled
Model Intercomparison Project [Potter et al., 2011].
[6] In this paper, the two data sets are described then the

comparison method is applied to them. The method begins
with the comparison of the annual mean maps of ASR and
OLR. Next the annual mean is subtracted from the monthly
mean maps to give the seasonal cycles of ASR and OLR.
The time variations of these cycles are described in terms of
principal components (PCs), and the spatial distributions are
described by the corresponding empirical orthogonal com-
ponents (EOFs). Measures are defined for the differences
between the annual cycles of the two data sets. Inner pro-
ducts of the PCs and EOFs provide measures of the agree-
ment or disagreement of the two data sets.

2. Data Sets

[7] The CERES Energy Balanced and Filled (EBAF)
Edition 2.6 product [Loeb et al., 2009] was used for this
study. EBAF Ed2.6 contains monthly mean values of
reflected shortwave and OLR at the top of atmosphere
(TOA) from March 2000 through December 2010 on a 1� �
1� equal-angle grid. ASR is calculated as insolation minus
the reflected shortwave. EBAF Ed2.6 is the net balanced
CERES product and employs the latest instrument gains
and spectral response functions. The EBAF product uses
improved angular distribution models (ADMs) to convert

the radiances into fluxes. The ADMs are selected based on
scene type and viewing geometry [Loeb et al., 2005, 2007],
and MODIS cloud properties [Minnis et al., 2011] help
identify the scene types. Geostationary satellite flux data
supplements the CERES data for computing the diurnal
cycles in the fluxes, and in EBAF Ed2.6, scene dependent
diurnal correction factors have been applied to the shortwave
fluxes to remove geostationary satellite artifacts. To achieve
the balance in the EBAF product, the shortwave and long-
wave fluxes of the CERES gridded monthly mean data
product (SRBAVG-GEO) were adjusted within their ranges
of uncertainty by use of an objective constrainment algo-
rithm to remove the inconsistency between average global
net TOA flux and heat storage in the earth–atmosphere
system [Loeb et al., 2009]. The data set and information
regarding its production are available at http://ceres.larc.
nasa.gov.
[8] Data from the GEOS-5 model (version Fortuna-2_2)

[Rienecker et al., 2008] were provided by the Global Mod-
eling and Assimilation Office of Goddard Space Flight
Center. The data set includes monthly mean ASR and OLR
values from September 1987 through August 2007, for
20 years. Data are given on a grid with resolution of 1� in
latitude and 1.25� in longitude and then were interpolated
onto the CERES grid. In the model, monthly sea surface
temperatures (SST) and sea ice were prescribed. The model
was initialized with the atmosphere at the beginning of the
run in 1987, but no atmospheric data were assimilated into

Figure 2. Annual average of OLR (W m�2) for (a) EBAF and (b) GEOS-5 model.
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the model after the initialization. Any effects of the initial
conditions have vanished in the time before March 2000,
when the EBAF data begins, so the only forcing is the pre-
scribed varying SST and sea ice. The model includes moist
processes, radiation, turbulent mixing, and surface pro-
cesses. Clouds are generated by the model. ASR and OLR
are strongly influenced by clouds, so that the differences
between the model and EBAF depend to a large extent
on clouds.

3. Comparison of Annual Means

[9] The first step in comparing the radiation fluxes is to
examine the annual means of ASR and OLR and their dif-
ferences, both globally and regionally. The seasonal cycles
of ASR and OLR are then compared in section 4. The cli-
matological mean, or canonical mean, for each calendar

month was computed for the data period March 2000
through August 2007, the period of overlap between the two
data sets. The annual mean was then computed as the aver-
age of the canonical monthly values. The seasonal cycle is
taken to be the difference of the canonical months from the
annual mean.
[10] Table 1 summarizes the global averages of the

annual-mean ASR and OLR fluxes for the CERES-derived
EBAF product and the GEOS-5 model results and their

Figure 3. Difference between EBAF and GEOS-5 model annual average fluxes (a) ASR and (b) OLR.

Table 2. Root-Mean Square of the Seasonal Cycles of ASR and
OLR for EBAF and GEOS-5 Model Over Land and Ocean

RMS (W m�2)

ASR OLR

EBAF Model EBAF Model

Land 72.1 76.9 21.4 23.6
Ocean 73.3 74.1 12.1 13.7

Table 3. The First Three Normalized Eigenvalues, or Fraction of
Variance Accounted for by the PCs, of the Seasonal Cycle of
ASR and OLR

ASR OLR

EBAF Model EBAF Model

Land
1 0.957 0.956 0.880 0.874
2 0.029 0.026 0.054 0.059
3 0.009 0.011 0.032 0.033

Sum 0.995 0.993 0.966 0.966

Ocean
1 0.961 0.963 0.783 0.706
2 0.024 0.020 0.084 0.130
3 0.010 0.012 0.047 0.064

Sum 0.995 0.995 0.914 0.900

SMITH ET AL.: TECHNIQUE TO COMPARE SEASONAL CYCLES D09116D09116

4 of 17



differences. For the model, the OLR is 1.5 W m�2 greater
than the ASR. This inequality is a result of the specified
model ocean temperature. Thus, any amount of heat can be
transferred to or from the model ocean without causing any
change of the ocean temperature. Figure 1 shows the annual
mean ASR for EBAF and for the model. The two data sets
appear to agree well in the extratropics, but near the equator
EBAF shows an annual mean ASR of more than 350 W m�2

over the central Pacific Ocean and over the western Indian
Ocean, higher than for GEOS-5. Figure 2 shows the annual
mean OLR maps for EBAF and for the model. The two maps
appear to agree very well with subtle differences.
[11] The difference between the annual-mean maps is

computed (model-EBAF), and this difference map is adjusted

to have a zero global average by subtracting the global
average difference from each region. Figure 3a shows
the GEOS-5 model ASR minus the EBAF ASR minus the
global-average difference between the model and EBAF
(1.13 W m�2, noted in Table 1). The largest positive dif-
ferences are at the eastern part of the Pacific Ocean by North
America and South America and at the eastern part of the
Atlantic Ocean by southern Africa. These regions are marked
by stratocumulus clouds. At about 45�N there is a band
around the Earth of differences greater than 10 W m�2, with
larger values over the mountain states of the U.S. and the
Himalayas, continuing into China. This band appears over
North Africa and Western Europe, but it does not go over
the Mediterranean Sea. There are regions of large negative
differences over the tropical oceans, especially near the
western parts of the Indian and Atlantic Oceans and over the
central and western equatorial Pacific. These differences
are due to the tropical clouds being too bright in the model
[Molod et al., 2012].
[12] Figure 3b shows the model OLR minus the EBAF

OLR minus the global-average difference between the
model and EBAF (3.13 W m�2, Table 1). Over the Southern
Ocean the agreement is excellent. Over the Pacific and
Atlantic Oceans outside the tropics, the agreement is again
very good. The band of differences in ASR which was noted
around the Earth near 45�N appears only as a high over the
western U.S., the Mediterranean Sea, and Central Asia.
In the OLR over western tropical oceans there are negative
differences with magnitudes greater than 10 W m�2, which
match the pattern of ASR negative differences, although

Table 4. Root-Mean Squares for First Three Principal Compo-
nents of the Seasonal Cycle of ASR and OLR for Land and Ocean
for EBAF (Rn) and for GEOS-5 Model Results (rn) (W m�2)

ASR OLR

EBAF Model EBAF Model

Land
1 70.6 75.2 20.1 22.0
2 12.2 12.5 4.9 5.7
3 6.7 7.9 3.8 4.3

Ocean
1 71.8 72.7 10.7 11.5
2 11.3 10.4 3.5 4.9
3 7.2 8.1 2.6 3.4

Figure 4. First three PCs for the annual cycle of ASR for
EBAF (open circle) and the GEOS-5 model (solid circle)
(a) over land and (b) over ocean (W m�2).

Figure 5. First three PCs for the annual cycle of OLR for
EBAF (open circle) and the GEOS-5 model (solid circle)
(a) over land and (b) over ocean (W m�2).

SMITH ET AL.: TECHNIQUE TO COMPARE SEASONAL CYCLES D09116D09116

5 of 17



they are not as strong in OLR as for ASR over the sub-
tropical regions. One possible explanation for these differ-
ences over the oceans is there may be low clouds present in
the EBAF data that are not present in the model results. The
absence of clouds in the model would give higher ASR, and
with low clouds there would be little effect on the OLR. The
negative differences in both ASR and OLR may illustrate the
model’s systematic excessive shortwave and longwave
cloud forcing as a result of its tendency to place deep con-
vection on the edge of warm tropical SSTs as opposed to
being more centered over the western Pacific Warm Pool.
The positive OLR differences just west of Indonesia along
the equator are in a region where convection in GEOS-5 is
systematically missing. Uncovering and confirming the
cause of the annual mean differences is beyond the scope of
this paper and will need to be addressed in a future study.
[13] The question arises, how much do the model results

differ from the EBAF data set overall? In other words, can
one provide a number that summarizes the differences
between the model and EBAF maps for ASR and a number
for the OLR differences? The differences between the model
and EBAF maps of ASR or OLR may be measured as the
root-mean square (RMS) of the differences over the Earth.
The RMS of a function f(x) defined in the space domain is its
absolute value and is computed as

RMS f xð Þ½ � ¼
XN

x¼1
wx f

2 xð Þ
h i1=2

; ð1Þ

where x is an index for the grid boxes covering the Earth, the
wx are the area weights for the grid boxes, and ∑x=1

N wx = 1.
An important property of RMS as a measure of the differ-
ences is that it takes into account all points of the map,
whereas a measure such as range may be determined by
merely two outliers. Table 1 lists the RMS of the difference
maps of ASR and OLR in Figure 3. Although locally the
model and EBAF ASR values differ by as much as 50 W
m�2, the RMS is about 14 W m�2, and likewise the RMS of
the OLR differences is about 8 W m�2.

4. Variations of the Seasonal Cycles

[14] The seasonal cycles of ASR are due to the seasonal
cycles of solar declination and Earth-Sun distance and the
variations of cloud amount and snow cover. These ASR cycles
create cycles of atmospheric and oceanic temperature with
resulting cycles of circulation, cloud amounts, and snow cover
in a coupled system with multiple feedbacks. The seasonal
cycles of ASR and OLR are represented here with one-month
resolution. There are 12 maps of monthly means of ASR and
OLR that define the time-varying fields on a grid with 64800
grid points. For the model field, the annual mean map is
subtracted from the map for each month to give the model
seasonal cycle, which is denoted as y(x, t). Likewise the sea-
sonal cycle of EBAF is formed and is denoted as Y(x, t).
[15] How closely does the time response of y(x, t) match

that of Y(x, t)? This section describes the method for answering

Figure 6. The first EOF of annual cycle of ASR over land for (a) EBAF and (b) GEOS-5 model.

SMITH ET AL.: TECHNIQUE TO COMPARE SEASONAL CYCLES D09116D09116

6 of 17



this question. Principal components are computed for the time
variations of the EBAF product and for the model for the ASR
and OLR. Empirical orthogonal functions EOFs computed
with each of the PCs describe the associated spatial variations.
The PCs of the EBAF product are used as a basis set for
the differences between the model and the EBAF seasonal
cycles. The RMS of this difference is a measure of the dis-
agreement between the two data sets. The agreement of the
time responses of the two data sets is expressed by the matrix
of correlation coefficients of the PCs of the two sets, and the
agreement of the spatial variability between the data sets is
expressed by the correlation coefficient matrix of the EOFs
of the two sets. Relations among these correlation matrices
are presented in Appendix A.

4.1. Magnitude of the Seasonal Cycles

[16] For the seasonal cycle we deal with a function f of
time t, where time t ∈ [1, 12]. The RMS for a monthly mean
is then given by

RMS f tð Þ½ � ¼
X12

t¼1
f 2 tð Þ=12

h i 1=2
: ð2Þ

If the field is a function of both space and time, the opera-
tions of equations (1) and (2) are combined to give RMS by

RMS f x; tð Þ½ � ¼
X12

t¼1

XN

x¼1
wx f

2 x; tð Þ=12
h i 1=2

: ð3Þ

The immense heat capacity of the ocean causes a lag of
temperature, and hence OLR, relative to that of land. By
separating land and ocean in the PC analysis, the annual cycle
is better represented for each surface type. A land/ocean mask
partitions the Earth’s surface into 21259 land grid points and
39734 ocean grid points. A third category, coast, accounts for
3807 grid points and is omitted in this study.
[17] The RMSs of the seasonal cycles of ASR and OLR

[from equation (3)] are listed in Table 2; the RMS values
provide a measure of the size of the cycles. The seasonal
cycle of ASR is more than three times that of OLR.
Mlynczak et al. [2011] point out that the seasonal cycle of
OLR is smaller than that for ASR because of storage and
transport of heat. The RMSs of ASR for land and ocean for
the model and for EBAF agree extremely well, and the
RMSs for OLR agree quite well also. However, agreement
of these numbers by themselves does not assure that the time
and space variation of the two data sets are similar.

4.2. Principal Component Analysis

[18] Additional information is required to diagnose where
and when differences occur. A comparison of the two data
sets should take the time variation into account rather than
comparing each monthly mean map individually. Principal
component analysis simplifies this task by reducing to a
minimum the number of terms required to describe the
data sets. Mlynczak et al. [2011] show that, using principal
component analysis, the EBAF ASR time variation over

Figure 7. The first EOF of annual cycle of ASR over ocean for (a) EBAF and (b) GEOS-5 model.
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land can be described with one term which accounts for
95.7% of the total variance, or the area-weighted sum of
squares over the time and space domain. That study showed
that the first principal components provided the most infor-
mation about the ASR and OLR variations for both land
and ocean.
[19] The computation of the PCs and EOFs shown in this

study is described by Mlynczak et al. [2011]. The PCs, or
time variations, are denoted with Fn(t), where n ∈ [1, 12].
The associated spatial variations are the EOFs, denoted by
Yn(x). The EBAF seasonal cycle Y(x, t) can be expressed as

Y x; tð Þ ¼
X12

n¼1
RnF n tð ÞYn xð Þ: ð4Þ

Rn is the RMS for the nth PC term, i.e., the term magnitude.
The principal components are orthogonal and are normalized
such that

X12

t¼1
Fm tÞFn tð Þ=12 ¼ dmn:ð ð5Þ

The GEOS-5 model seasonal cycle likewise has normalized
PCs φn(t) and EOFs yn(x) and can be written as

y x; tð Þ ¼
X12

n¼1
rn φn tð Þyn xð Þ; ð6Þ

where rn is the RMS for the model nth PC term. The com-
putation of Rn and rn will be discussed in the next section.

[20] Comparison of equations (4) and (6) shows that there
are three requirements for the two data sets to agree. First,
the RMS accounted for by each term must be the same.
Second, both sets of principal components, which describe
the time variations, must be the same. Finally, the empirical
orthogonal functions, which describe the spatial variations,
must be the same. An exception to this can occur if two
eigenvalues are equal in one set, resulting in a degenerate
case in which the PCs are not uniquely defined [North et al.,
1982]. The comparison of each of these factors is considered
next in order to assess how well the data sets agree and how
they differ in terms of time and space.

4.3. Comparison of Term Magnitudes

[21] The eigenvalues, Ln for EBAF and ln for the model,
are normalized such that their sum is one. Each eigenvalue is
the fraction of variance, or fraction of root-sum-square,
associated with its PC. The first three normalized eigenva-
lues for the EBAF and for the model results are listed in
Table 3 for land and ocean. In each case the first term
accounts for the vast majority of the variance. Three terms
account for over 99% of the variance for ASR for both land
and ocean. The eigenvalues for the two data sets agree very
well for all but the ocean OLR case. The ocean OLR
eigenvalues may differ from the others because the RMS of
the ocean OLR (Table 2) is small by comparison and thus
sensitive to small changes, which would cause more vari-
ance to appear in the higher-order terms. Therefore the ocean

Figure 8. The first EOF of annual cycle of OLR over land for (a) EBAF and (b) GEOS-5 model.
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OLR eigenvalues do not decrease as rapidly as for the other
cases. Because the first term accounts for the vast majority
of the time and space variation, principal component anal-
ysis provides a tool for simplifying the examination of the
differences between the two data sets.
[22] The term magnitudes Rn and rn for each PCn are

computed from the seasonal cycle RMS and the eigenvalues:
Rn = RMS � Ln

1/2 and rn = RMS � ln
1/2. The first three are

listed in Table 4 for land and ocean for EBAF and for model
results for ASR and OLR. The term RMSs agree within
1 W m�2 except for PC2 for OLR over ocean, so the mag-
nitudes are close. The next step is to examine the PCs and
EOFs and their differences qualitatively, then quantitatively.

4.4. Qualitative Comparison of Time Responses

[23] The two sets of normalized principal components
Fn(t) and φn(t) define the time responses for the two sets of
data. We examine the first three PCs, which account for the
vast majority of variance of the seasonal cycle. The dimen-
sionalized PCs RnFn(t) and rnφn(t) are used in order to keep
the physical magnitudes of the terms evident. Figure 4
shows the first three dimensionalized principal components
for ASR over land and ocean. OLR is the flow of energy
from the system, and Figure 5 shows the first three dimen-
sionalized principal components for the seasonal cycle of
OLR for land and for ocean.
[24] The close similarity of the PCs shows that the time

responses of the EBAF data set match those of the model.

For example, Table 4 shows that for ASR over land, R1 =
70.6 W m�2 and r1 = 75.2 W m�2. Consequently, the
dimensionalized PC1s in Figure 4a differ slightly in magni-
tude but have the same shape. The R1 and r1 values are
much closer for ASR over ocean; their PCs in Figure 4b
are extremely close. When the dimensionalized PCs are
divided by Rn and rn, respectively, the Fn(t) and φn(t)
are very nearly identical for n = 1, 2, and 3. The relation-
ships between Fn(t) and φn(t) will be discussed further in
section 4.8.
[25] For ASR and OLR, PC1 of both EBAF and the model

is an annual cycle with a shape close to a sine wave, and PC2

is a wave 2, or semiannual cycle, in each case except that of
OLR over ocean, for which PC2 is an out-of-phase annual
cycle, and PC3 is a semiannual cycle. PC3 is an out-of-phase
annual cycle for ASR and for OLR over land. In each case
the model response has the same shape and phase as the
EBAF result for the first three PCs. PC1 for ASR is strongly
influenced by orbital mechanics, but PC3 is the out-of-phase
response to PC1 and describes snow cover and clouds lag-
ging PC1 as well as monsoonal variations. The ASR semi-
annual cycle describes the polar day and night [Mlynczak
et al., 2011]. For OLR, PC1 is the annual cycle responding
directly to ASR PC1. The PC2 over land and PC3 over ocean
are semiannual cycles that describe the variations over the
monsoon regions and the movements of the ITCZ. The PC3

over land and PC2 over ocean give the out-of-phase response
of the OLR to ASR PC1.

Figure 9. The first EOF of annual cycle of OLR over ocean for (a) EBAF and (b) GEOS-5 model.
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4.5. Qualitative Comparison of Spatial Variations

[26] The question remains as to how well the spatial var-
iations, defined by the EOFs, agree. Figure 6 shows EOF1
of the seasonal cycle of ASR over land for EBAF and for
the model. The two maps agree over most of the land.
Figure 7 shows the EOF1 for ASR over ocean. Subjectively
the agreement between EBAF and the model appears to
be very good. These results show that the energy entering
the system, governed by orbital mechanics and clouds,
appears to be accounted for accurately in the model. The
map of the annual cycle of the energy leaving the system is
given by EOF1 of OLR, which is shown by Figure 8 for
land. The major differences are over Canada and Siberia,
where the model computes larger values than EBAF has.
Over Antarctica the model shows a smaller cycle than
EBAF, and there are small differences over equatorial South
America. Figure 9 shows EOF1 for OLR over ocean. The
annual cycle over the Pacific Intertropical Convergence
Zone is larger for the model than for EBAF. The observed
sea-surface temperature is used by the GEOS-5 model,
so this OLR difference would indicate a greater variation
of cloud forcing over this region in the model than in
EBAF. This effect could be attributed to differences of cloud
fraction or of cloud top height. Over the North Atlantic
Ocean south of Greenland the OLR variation is less in the
model than in EBAF.

4.6. Quantitative Comparison of Spatial Variations

[27] In order to compare the spatial variations of the model
with EBAF, a single time basis should be used. The nor-
malized EBAF and model PCs, Fn(t) and φn(t) respectively,
differ in principle, so that there are two different descriptions
of the time variation. We select the EBAF PCs Fn(t) as the
basis for time description and project the difference y(x, t) �
Y(x, t) onto the Fn(t), giving a map of differences for each
order of the EBAF time response:

Dn xð Þ ¼
X12

t¼1
Fn tð Þ y x; tð Þ � Y x; tð Þ½ �=12: ð7Þ

Note that the projection of Y(x, t) onto Fn(t) is the EOF
Yn(x). The difference y(x, t) � Y(x, t) is then the sum of the
contributions of the Dn with each time response:

y x; tð Þ � Y x; tð Þ ¼
X12

n¼1
Dn xð ÞFn tð Þ: ð8Þ

Each location has a set of Dn(x) values, so that one can
develop a map for each Dn term.
[28] For ASR, the major part of the time response of Y(x, t)

is given by F1(t), which is seen to represent the annual cycle,
so examination of the maps of D1 provides information
about most of the differences between the two data sets for
the annual cycle. Therefore, we can examine oneD1 map for

Figure 10. D1 maps for the annual cycle of ASR over (a) land and (b) ocean (W m�2).
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ASR rather than 12 pairs of monthly mean maps of ASR in
order to compare the model with EBAF results. Figure 10
shows the D1 maps for ASR over land and over ocean.
These maps show the difference between EBAF and the
model results for the annual cycle of ASR. Higher-order Dn

maps show other components of the seasonal cycles, e.g.,
the semiannual cycles. As normalized, F1(t) of ASR is
positive in July and negative in January (see Figure 4 for
shape of normalized PC), so that in the Northern Hemi-
sphere a positive D1 indicates a positive difference in NH
summer, that is, the model value is greater than the EBAF
value when F1(t) is positive. In the Southern Hemisphere a
negative D1 indicates a positive difference in SH summer.
[29] For the D1 map for ASR over land (Figure 10a),

many regions agree with differences less than 5 W m�2.
Over Canada and the Himalayas, the model is 15 to
25 W m�2 greater than the EBAF results. Over ocean
(Figure 10b), the ASR for most regions agrees within
5 W m�2, but there are regions where the differences
are greater than 15 W m�2. Moreover, these regions with
differences greater than 15 W m�2 are spatially coherent
over hundreds of kilometers, indicating that they are not
simply scattered errors. Over the eastern Pacific Ocean off
the coast of North America there is an area where the annual
cycle of the model is 15 to 35 W m�2 higher than the EBAF
annual cycle. Because of the reversal of sign between the
Northern and Southern Hemispheres for the annual cycle,

this corresponds to the region over the Pacific Ocean west of
Chile, where D1 has a value between �15 and �25 W m�2.
[30] Figure 11 shows the D1 maps for OLR over land and

over ocean. There are areas of positive differences from 5
to 15 W m�2 over North America and Siberia, which are
attributed to clouds having less effect in the model than
in EBAF data. This OLR difference together with the ASR
difference over these regions indicates that the annual cycle
of clouds is not sufficiently strong. Over most of the ocean
the model and EBAF agree within 5 W m�2. Over the
eastern Indian Ocean and north of the Maritime Continent,
the OLR difference is 15 to 25 W m�2.
[31] The application of the Dn(x) is illustrated by exam-

ining the time variations of ASR over three regions for
which y(x, t) � Y(x, t) is large and their reconstruction using
one and two terms (equation (8)) can be demonstrated. The
first is the region over the eastern Pacific Ocean off the coast
of North America, noted earlier. Figure 12a shows the yearly
variation of ASR averaged over this region, from 27�N to
30�N and 119�W to 123�W, for both the model and EBAF.
The clear-sky ASRs from the model and from EBAF for this
region are nearly identical, so the difference is due to the
difference of the cloud forcing of the ASR. The model ASR
is much larger than EBAF indicates for April through
August, indicating insufficient cloud forcing over this region
in the model. This could be due to errors in cloud amount or
cloud optical properties. Figure 12b shows the seasonal

Figure 11. D1 maps for the annual cycle of OLR over (a) land and (b) ocean (W m�2).
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cycle difference y(x, t) � Y(x, t) and also the reconstruction
of that difference using equation (8) with D1 = 24.34 and
D2 = 7.12. Most of the difference between the two data
sets is described by the first two Dn terms, but higher-order
terms are needed to correct the phasing difference.
[32] A second ASR example is shown by Figure 13a for

a region over the Gulf of Mexico from 23�N to 27�N
and 86�W to 94�W. The ASR agrees very well from
October through May, but from June through September, the
ASR decreases markedly for the model. Again the clear-sky
results are very close for the two data sets, so the seasonal
cycle difference shown in Figure 13b is due to the cloud
forcing of ASR. In this case the model computes the pres-
ence of clouds during summer which do not appear.
The reconstruction of the difference using D1 = �20.61 and
D2 = �5.62 shows that higher-order terms are required to
describe the difference for this region.
[33] Finally, Figure 14a shows the ASR for a year aver-

aged over a region in the Canadian Rockies from 50�N to
54�N and 116�W to 120�W. The model ASR is high com-
pared to EBAF during most of the year. As with other cases,
the clear-sky ASR flux is very close between the two data
sets, so that the high ASR in summer indicates a paucity of
clouds in the model results. Figure 14b shows the difference
y(x, t) � Y(x, t). The reconstruction using two terms with
D1 = 25.45 and D2 = 4.41 describes the difference well.

4.7. Global Measure of Time-Resolved Maps

[34] The RMS of the difference between the GEOS-5
model and EBAF over the globe and for the seasonal cycle

can be expressed in terms of the Dn(x). By use of the
orthogonality of the Fn(t), equation (8) gives

RMS y x; tð Þ � Y x; tð Þ½ � ¼
X12

n¼1
RMS Dn xð Þ½ �f g2

� ��1=2
: ð9Þ

The RMS[Dn(x)] is a global measure for the difference of
the model field from the EBAF field for the time variation
defined by Fn(t). The sum of the squares on the right hand
side of equation (9) gives the sum of the squares of the dif-
ference of the two fields over the globe and year. The RMS
of the difference between the model and EBAF fields is
listed in Table 5 for the four cases: ASR and OLR for land
and ocean. The RMSs of the seasonal cycles of EBAF, from
Table 2, are also listed for comparison.
[35] It is useful to examine the effect of the order n on the

magnitude of the Dn. Figure 15 shows the dependence
of the RMS of the Dn on the order n for each of the four
cases. The RMS of the EBAF term is also shown for com-
parison. The RMS ofD1 for ASR over land is 8 W m�2, and
the RMS of the term itself is 71 W m�2, showing that the
model is accounting for most of the variance globally, even
though some regions differ strongly. The D1 is by far the
largest term for each case, so that higher-order terms are not
considered here. This is another justification for using PCs
as the basis set for comparing data sets. The power in the
terms of order three and higher of both EBAF and the model
data sets decreases rapidly with order. The higher-order
terms may be thought of as being effectively random, so the
Dn have a larger RMS than do the EBAF terms.

Figure 12. (a) Absorbed solar radiation flux over year for
GEOS-5 model and EBAF and (b) the difference in the
seasonal cycles y(x, t) � Y(x, t) and its expression in terms
of D1(x) and D2(x) for region in the eastern Pacific Ocean.

Figure 13. (a) Absorbed solar radiation flux over year for
GEOS-5 model and EBAF and (b) the difference in the
seasonal cycles y(x, t) � Y(x, t) and its expression in terms
of D1(x) and D2(x) for region in the Gulf of Mexico.
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4.8. Quantitative Comparison of Principal Components
and Empirical Orthogonal Functions

[36] The principal components describe the time behavior
of the system. One important question is how well do the
principal components of the two data sets agree? The quan-
titative comparison of the sets of PCs is now considered. The
correlation of the normalized PCs φn(t) with Fn(t) is

Hmn ¼
X12

t¼1
φm tð ÞFn tð Þ=12: ð10Þ

These correlations form the correlation matrix relating the
two sets of normalized PCs. If and only if the two sets agree
perfectly, Hmm = 1 and Hmn = 0 for m ≠ n, i.e., H is the
identity matrix. The diagonal terms are of primary interest
and are listed in Table 6. For ASR H11 is 1.000 to three
decimal places, and for OLR it is 0.999, indicating excel-
lent agreement for φ1(t) and F1(t). The similarity of the
dimensionalized PCs shown in Figures 4 and 5 was noted in

section 4.4. The higher-order Hmm decrease slowly, showing
good agreement even to the fourth order. For n = 1, 2 and 3
the off-diagonal terms are small, so that

Fn tð Þ ≈ φn tð Þ for n ¼ 1; 2 and 3: ð11Þ

Table 3 shows that these first three terms for ASR over land
account for 99.5% of the variance for EBAF and 99.3% for
the model results. The eigenvalues for orders greater than 3
have very little power associated with them, so these terms
are in the noise level. Thus the time responses of the two data
sets agree very well.
[37] The empirical orthogonal components describe the

spatial behavior of the system, analogous to the PCs’
description of the time behavior. One can similarly define a
transformation matrix that relates the EOFs of the two data
sets, enabling the quantification of the agreement of the
spatial behavior of the two data sets in a manner similar to
that for the PCs. The correlation of the model EOFm with
EBAF EOFn is

Kmn ¼
X
x

wxym xð ÞYn xð Þ: ð12Þ

The same considerations apply to the K matrix as for the H
matrix. The first four diagonal terms of K are listed in
Table 7. For first order, the ASR agrees very well, but the
OLR does not agree so well, especially for ocean. The

Figure 14. (a) Absorbed solar radiation flux over year for
GEOS-5 model and EBAF and (b) the difference in the sea-
sonal cycles y(x, t) � Y(x, t) and its expression in terms of
D1(x) and D2(x) for region in the Canadian Rockies.

Figure 15. Comparison of EBAF term RMS (square
symbols with solid lines) with Dn term RMS (diamond
symbol with dashed line) as a function of order of term
for (a) ASR over land, (b) ASR over ocean, (c) OLR over
land, and (d) OLR over ocean (W m�2).

Table 5. Global Mean Annual-Average RMS of Difference in
Seasonal Cycles Between the GEOS-5 Model and EBAF (W m�2)

Quantity RMS of Difference RMS of EBAF

ASR over Land 12.3 72.1
ASR over Ocean 11.9 73.3
OLR over Land 7.9 21.4
OLR over Ocean 8.1 12.1

Table 6. Diagonal Terms of Hmn Matrices for ASR and OLR Over
Land and Over Ocean

ASR OLR

Land Ocean Land Ocean

1 1.000 1.000 0.999 0.999
2 0.995 0.990 0.967 0.940
3 0.973 0.991 0.976 0.922
4 0.966 0.976 0.932 0.926
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relations among the H and K matrices and the Dn are
examined in Appendix A.

5. Discussion

[38] Absorbed solar radiation ASR flux and outgoing
longwave radiation OLR flux from the CERES EBAF data
set are compared with the ASR and OLR of the GEOS-5
data set. ASR and OLR at the top of the atmosphere com-
puted from CERES measurements have a minimum of
modeling and dependence on ancillary data, so these quan-
tities are well-suited for comparing with model results. There
are several levels of detail which one may address when
comparing data sets which describe time-varying fields. The
hierarchy of questions is summarized in Table 8.
[39] The exceptionally good agreement of the first princi-

pal components for ASR is noteworthy. The expression of
the TOA annual cycle of insolation has been discussed by
Wilber et al. [2006]. Although insolation at TOA may be
computed to high accuracy, the ASR depends also on
albedo, which is strongly affected by clouds. The difference
of the model ASR annual cycle and the EBAF annual cycle
was projected onto the first observed principal component
to form D1. For a few areas, differences were noted up to
35 W m�2, but for most of the Earth, the differences were
less than 5 W m�2. The agreement of F1(t) with φ1(t) over
land for ASR, measured by H11, was 1.000 to three decimal
places. This agreement in the time variation may be fortuitous
in consideration of these spatial differences, or it is possible
that there is a reason for the agreement in the time domain.
[40] For the CERES EBAF data set, the error for ASR is

about 1 W m�2 (less than 0.5%) and for OLR is 2.4 W m�2

(about 1%). There are three types of errors in the CERES
data products: bias (or off-set) errors, gain errors, and errors
due to spatial and temporal sampling and angular directional
models. The bias and gain errors are instrument errors, and
the remaining errors are incurred while generating higher-
level data products. Bias and gain errors at the mean flux
level appear in the annual-mean maps of ASR and OLR and
are part of the global average, which was discussed in
section 3. The effects of gain errors in the seasonal cycles are
less than 1 W m�2. Any errors due to sampling or angular
directional models would not be present in the model results
and would be seen in the Dn maps as patterns related to the
orbit. Such error signatures do not appear in these maps,
thus validating that they are less than 1 W m�2 in the EBAF
data product.

6. Concluding Remarks

[41] A method for the comparison of two fields that vary
in time and space is applied to compare the energy balanced

EBAF data set based on observations of ASR and OLR from
CERES with the results from the GEOS-5 model computa-
tions. The annual average maps of ASR and OLR are first
examined, then the time variation is expressed in terms of
principal components for the time dependence and their
associated empirical orthogonal functions for the spatial
distributions. It is shown that the first two principal com-
ponents describe the annual and semiannual cycles for ASR
and OLR and that the model and EBAF principal compo-
nents are very similar.
[42] The quantitative comparison of EBAF with the model

results are made at several levels of detail. The RMS dif-
ferences are computed for the complete time and space
domain to give a single number for ASR and for OLR. In
order to characterize the agreement of time response of the
model results with EBAF, correlation matrices are defined
which describe the level of agreement between the principal
components of the model and of EBAF. The parameters
used here and the questions that they address are summa-
rized in Table 8.
[43] The seasonal cycles of ASR and OLR can be

expressed by two terms to a high accuracy, so that the
principal components which are used to investigate the time
and space variations have physical meanings as the annual
and semiannual cycles. However, the study of a field that
requires a number of principal components for its descrip-
tion may not represent real physical processes in a mean-
ingful way.
[44] The differences of the two data sets over the year are

projected onto the EBAF principal components to form a set
of maps, Dn. The RMSs of Dn comprise a small set of
numbers for goodness of fit for the seasonal cycles of the
two data sets. If one wished to compare the seasonal cycles
of parameters from many models with observations as was
done for cloud forcing by Cess et al. [1997], RMS ofDn is a
suitable measure of goodness of fit of the many models with
the observed fields.
[45] Differences between the model results and EBAF

have been noted. Most of the differences appear to be
explained by the differences in clouds as generated by the
model. The major difference between the ASR of the two
data sets is that the annual cycle of the model has a greater
magnitude than that of the EBAF. To diagnose the reasons
for these differences and to improve the parameterizations
by which the clouds are computed will require further work.
[46] We also anticipate that this analysis technique would

be useful in the analysis of model simulations from the fifth

Table 7. Diagonal Terms of Kmn Matrices for ASR and OLR Over
Land and Over Ocean

ASR OLR

Land Ocean Land Ocean

1 0.996 0.996 0.974 0.902
2 0.942 0.950 0.837 0.683
3 0.747 0.648 0.754 0.458
4 0.648 0.479 0.664 0.567

Table 8. Summary of Parameters and Questions Addressed

Parameter Question Addressed

RMS of difference of maps How well do annual mean maps
agree?

RMS of seasonal cycle What is the seasonal variability
over the globe?

Dn What is the map of differences for
Fn(t)?

kDn(x)k What is RMS of difference maps?
ky(x, t) � Y(x, t)k What is RMS of seasonal cycles?
Hmn How well do PCs agree?
Kmn How well do geographic patterns

(EOFs) agree?
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phase of the Coupled Model Intercomparison Project
(CMIP5), whereby the various parameters could be evalu-
ated for each model. This technique may be used to isolate
quickly regions where clouds are biasing the seasonal cycle.
This application of the method dealt with the seasonal cycles
of a model and a measurement data set. The principal com-
ponents of any two data sets could be compared in like
manner. A major advantage of the method is that it provides
a comparison over the entire domain, e.g., time or space,
rather than a point comparison.

Appendix A

A1. Relations Among PCs

[47] The principal components describe the time behavior
of the system. To provide a quantitative comparison of the
two sets of PCs, the correlation matrix of H for the two sets
of principal components was defined by equation (10). The
properties of H are now considered. Each set of PCs is a
complete orthonormal basis set, and one can be transformed
into the other by a rotation matrix Hmn:

φm tð Þ ¼
X12

n¼1
HmnFn tð Þ: ðA1Þ

By orthogonality,

Hmn ¼
X12

t¼1
φm tð ÞFn tð Þ=12: ðA2Þ

Equation (A2) shows that the rotation matrix Hmn is the
correlation matrix between φn(t) and Fn(t) as defined by
equation (10). Conversely,

Fn tð Þ ¼
X12

m¼1
Hmnφm tð Þ: ðA3Þ

From equation (A2) and orthonormality of φn(t) and Fn(t)
it follows that

X12

k¼1
HmkHnk ¼ dmn; ðA4Þ

that is, Hmn is an orthogonal transformation. Note that

kFn tð Þ � φn tð Þk2 ¼ 2 1� Hnnð Þ: ðA5Þ

where k⋅k is defined as the RMS in this paper and is a
Euclidean measure in the vector spaces used here [Naylor
and Sell, 1971]. The Hmn matrix is thus a measure of the
level of agreement of the two data sets in time response. For
perfect agreement of the two sets, Hmn is the identity matrix.
[48] Most of the information for evaluating the agreement

of the data sets is in the diagonal terms of the Hmn matrix.
Table 6 shows the diagonal terms of the Hmn matrix for ASR
and OLR over land and over ocean. The H11 term equals 1
out to three decimal places, showing excellent agreement of
the first principal components of the two data sets. As a
consequence of equation (A4), if Hmm is nearly one, the
remaining terms on row m are very small. As m increases,
the off-diagonal terms of Hmn increase as the PCs become
dominated by noise and are thus less similar between the two
data sets. Table 2 shows that the RMS of the seasonal cycles
of OLR over ocean is smaller than ASR by a factor of about

6. The smallness of the OLR variations makes the PCs more
susceptible to errors, thus they do not agree as well as do the
ASR PCs.

A2. Relations Among EOFs

[49] The empirical orthogonal components describe the
spatial behavior of the system, analogous to the PCs
description of the time behavior. One can similarly define a
transformation matrix that relates the EOFs of the two data
sets, enabling the quantification of the agreement of the
spatial behavior of the two data sets in a manner similar to
that for the PCs. The matrix Kmn may be defined by

Kmn ¼
X
x

wxym xð ÞYn xð Þ ðA6Þ

in analogy to equation (A2). The Kmn is the correlation
matrix for the EOFs. The analogues to equations (A1), (A3),
(A4) and (A5) also apply to the Kmn:

ym tð Þ ¼
X12

n¼1
KmnYn tð Þ; ðA7Þ

Yn tð Þ ¼
X12

m¼1
Kmnym tð Þ; ðA8Þ

X12

k¼1
KmkKnk ¼ dmn; ðA9Þ

and

kYn tð Þ � yn tð Þk2 ¼ 2 1� Knnð Þ: ðA10Þ

The diagonal terms of Kmn provide a measure of how well
the maps agree for each term. The first four diagonal terms
of the matrices are listed in Table 7 for the cases of ASR and
OLR over land and ocean. For ASR over both land and
ocean, K11 is 0.996, which says the geographic distributions
of ASR for the first PC, or the annual cycle of the energy
absorbed into the system, agree practically perfectly. Like-
wise, for n = 2, the semiannual cycle, the agreement is good.
For n ≥ 3, Knn has decreased so that the higher-order terms
do not agree well, but these terms are small. For OLR over
land and ocean the maps agree well for the first term, but
over ocean Knn drops quickly for n > 1. The geographical
distribution of the annual cycle of the energy sink is
described well, but the higher-order terms, which have little
power, are not well described.

A3. Relations Between Dn Maps and EOFs

[50] TheDn are the maps of the differences of the two data
sets projected onto the Fn, so the Dn are related to the maps
of the projections of the two data sets onto their PCs, that is,
the empirical orthogonal functions Yn(x) and yn(x). The
behavior of the kDnk can be explained in terms of the Hmn

and Kmn matrices. Starting with equation (7) and using
equations (4) and (6), it can be shown that

kDn xð Þk2 ¼
X

m
r2m H2

mn � 2rmRnHmnKmn þ R2
n

� �
: ðA11Þ

Dn will vanish if and only if (i) rn = Rn, (ii) Hmn = dmn
and (iii) Kmn = dmn for all m and n. For Dn to be zero for a
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given n, the n-th magnitudes, time histories, and geograph-
ical distributions must be the same for both data sets. In
equation (A11), for a large n, even though the rn and Rn are
small, the larger value of rm for a small m can cause a sig-
nificant difference if the Hmn is not small. For example, a
large H31 will cause F1 to project into D3 with the RMS
of term 1. Also, if Knn is small for large rn, indicating that
the n-th maps do not agree, the second term will not reduce
the right hand side of equation (A11), resulting in a large
kDn(x)k.
[51] The model results can be expressed on the basis of the

time response of EBAF by defining:

wn xð Þ ¼
X12

t¼1
Fn tð Þy t; xð Þ: ðA12Þ

The wn(x) are a set of maps of model results which
are directly comparable to the EBAF EOFs. By use of
equations (6) and (A1), the wn(x) can be expressed in terms
of the yn(x) basis more generally:

wn xð Þ ¼
X12

m¼1
Hmn rmym xð Þ: ðA13Þ

The terms Hmnrm are the elements of the rotation matrix of
the PCs weighted by the RMS of the model principal com-
ponents. These Hmnrm coefficients project the model spatial
distributions onto the EBAF time histories, that is, the Hmnrm
tell how much each model map yn(x) mixes with the EBAF
time variation Fn(t). Because Hnn is so close to 1 for the first
four n’s for ASR,

wn xð Þ ≅ rn ⋅ yn xð Þ for n ¼ 1; 2; 3; 4½ �: ðA14Þ

Using equation (A13) to define wn(x), and equation (4) for
Y(x, t), Dn(x) may be expressed by using equation (7) as

Dn xð Þ ¼ wn xð Þ � RnYn xð Þ: ðA15Þ

Therefore, for ASR over land, the D1(x) map is approxi-
mated by

D1 xð Þ ≅ 75:2y1 xð Þ � 70:6Y1 xð Þ: ðA16Þ

The annual cycles are described by the first PCs, which are
practically the same for both data sets, and their EOFs,
which are also very similar. The major difference between
the ASR of the two data sets is that the annual cycle of the
model has a greater magnitude than that of the EBAF. The
semiannual cycles are represented by the second principal
components and their EOFs and account for about 2.5% for
each case for ASR over land. Hmn is nearly one for n = m = 2
and insignificant for higher n, so the contribution of y2(x) to
w2(x) is an order of magnitude higher than any other term.
The second term accounts for more than half of the variance
of ASR that is not accounted for by the first term. Thus,

D2 xð Þ ≅ 12:5y2 xð Þ � 12:2Y2 xð Þ: ðA17Þ

The remaining terms account for less than 2% of the variance
of the data sets. There is little benefit in discussing terms of
order higher than two, as they are very small and any chan-
ges to the model or to the data processing of CERES will
make changes in the first two principal components which
will overwhelm these small terms.
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